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# Abstract

Adversarial Learning is an essential approach in ensuring fairness and accuracy in machine learning models. This paper extends the framework of Zhang et al. by analysing the effectiveness of different inputs into the adversary; such as intermediate predictor layers, concatenated representations and original features. We evaluated these inputs on fairness and performance using the UCI Adult Dataset, Communities and Crime, German Credit, and COMPAS Recidivism.
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# 1 Introduction

Machine Learning models are influenced by bias in their training data. Adversarial learning gives models solutions to detect and mitigate biases by using adversarial inputs. Our paper focuses on exploring some of these methods by building on Zhang et al. work by expanding adversarial inputs and analysing their impacts in the model.

# 2 Related Work

This study is built from the prior work on adversarial fairness by Zhang et al. where a method using single-layer predictor inputs was a focus.

# 3 Methods

Our approach modifies the adversarial debiasing framework using intermediate layers, concatenated layers and original input features. These changes will lead to an analysis of bias mitigation strategies.

# 4 Evaluation

We evaluate out approach using datasets such as UCI Adult, Communities and Crime, German Credit, and COMPAS Recidivism. Evaluation metrics include statistical parity, equality of odds, and accuracy. These metrics enable an analysis of fairness an predictive performance.

# 5 Results

The results show that intermediate an concatenate input provide superior bias detection without significantly impacting accuracy. Using original features potential for bias detection can be seen but performance is lost.

# 6 Discissions

From our findings.

# 7 Conclusion

# 8 Appendix
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